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_________________________________________________________________________________ 

ABSTRACT— This study are related Volterra integral equation with a polar kernel. Initial value problems for 

hyperbolic equations with function coefficients provides integral equation with 3-D Volterra type. Existence and 

uniqueness theorems of the Volterra integral equation a polar kernel are proved. Method of successive approximation 

used in the solutions of singular integral equations, existence and uniqueness theorems are emphasized. 

 

Key words— System of Volterra integral equations, polar kernel, successive approximation. 
_________________________________________________________________________________ 

 

1. INTRODUCTION 

 
The theory of partial differential equations with constant coefficients is very well developed. Many problems for 

partialdifferential equations with constant coefficients may be solved explicitly. For example, the initial value problem 

for the d'Alambert equation may be solved byd'Alambert formula and the Cauchy problem for the wave equation is given 

by Kirchoff's formula [7]. The situation is changed if some coefficients of partial differential equations are functions. 

There is no explicit formulae in this case. But some problems for partial differential equations with function coefficients 

are reducible to the solution of an integral equations [5]. 

The theory of linear hyperbolic equations with function coefficients is very well developed. There are general 

existence and uniqueness theorems for weak and classical solutions of initial value, see, for example [1,3,6]. Some 

particular cases of hyperbolic equations have interesting properties which are useful for numerical methods, inverse 

problems theory and others. We showed before that the initial value problems for Klein-Gordon-Fock equation with the 

function coefficient are reduced to the integral equations of Volterra type and these presentations efficiently were used 

for the study ofinverse problems [8]. The case in which the function coefficients appear in the principal part is more 

complicated. However if the speed coefficient depending on three space variables is a smooth function then the solution 

of the Cauchy problem for the wave equation satisfies a 3-D Volterra integral equation. This result was obtained by 

S.Sobolev [11] and is a generalization of Kirchhoff's formula. This Sobolev result was generalized for some hyperbolic 

equations [9,5]. 

This study is related to a linear system of the integral equations with a polar kernel. The main of this paper is to 

solution of polar kernel and system by the method successive approximations [1], [2], [3], [8]. Consider the linear system 

of the Volterra integral equations of the form 

v  t = f  t +  
t

 t2−τ2
K t, τ v  τ dτ,                                                                                                                                                 

t

0
  (1) 

wherev  t =  v1 t , v2 t , … , vn t    and   f  t =  f1 t , f2 t , … , fn t   are vector functions, K t, τ =  Kij (t, τ) 
n×n

  

is the matrix of the order   n × n,  and 
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 v  t =   v1 t d,
t

0

 v2 t dt,⋯ ,
t

0

 vn t 𝑑𝑡
t

0

 
t

0

 .                    

The system (1) can be written in the form 

vm t = fm t +  
t

 t2−τ2
 Kmj  t, τ vj τ dτ,                 m = 1, 2, 3, …n

j=1 ,
t

0
n. 

We assume that fm t ∈ C 0, T ,    Kmj  t, τ ∈ C 0 ≤ τ ≤ t ≤ T , m, j = 1, 2, 3, … , n, and such that  K(t, tz)  is 

continuous with respect to t, z  for t ∈ [0, T],  z ∈  0,1 .  We will show that (1) determines a continuous solution for   

t ∈ [0, T]. We seek solution in the form of the Nuemann series [4] 

v  t =  v  k  t ,                                                                                                                                                                                   ∞
k=0 (2) 

where 

 v  k  t =   v1
 k  t ,

∞

k=0

 v2
 k  t , … ,

∞

k=0

 vn
 k  t 

∞

k=0

  ,

∞

k=0

 

v  0  t = f  t , v  k  t =  
t

 t2−τ2
K t, τ v  k−1  τ dτ,      k = 1, 2, … , n.          

t

0
 (3) 

The relation (3) for  k = 1, 2, … , n may be written in the form [9,10]. 

 v  k  t =  
1

 1−z2
K t, tz v  k−1  tz dz,       k = 1, 2, … , n.                            

1

0
            (4) 

Example 1.It is easy to show that 

 
𝑡

  𝑠2−𝑡2 (𝑡2−𝜏2)
𝑑𝑡 =

𝜋

2
, 𝜏 ≤ 𝑠.

𝑠

𝜏
                                                                                                                                         (5) 

Solution. Changing the variable t by x, as follows 

𝑥 =
2𝑡2 − 𝑠2 − 𝜏2

𝑠2 − 𝜏2
, 

we find 

2𝑡𝑑𝑡 =
𝑠2−𝜏2

2
𝑑𝑥, 

  𝑠2 − 𝑡2 (𝑡2 − 𝜏2)=
𝑠2−𝜏2

2
 1 − 𝑥2. 

The left hand size of (5) may be written as 

1

2
 

𝑑𝑥

 1−𝑥2
.

1

−1
       (6) 
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Using substituting 𝑥 = 𝑠𝑖𝑛𝜃 in the last integral we find 

1

2
 

𝑐𝑜𝑠𝜃𝑑𝜃

 1 − 𝑠𝑖𝑛2𝜃
=

𝜋

2

−
𝜋

2

1

2
 𝑑𝜃 =

𝜋

2

−
𝜋

2

𝜋

2
. 

This completed to solution of Example 1. 

 Let us numerical approximation for singular integral (6). The exact value is 
𝜋

2
= 1.570796326794897.You 

may find other sources, even MATLAB. Whatever sources you use, the points and weights should be given with 15 digit 

accuracy. 

%Improper Integral 

fun = f(x) (2*sqrt(1-x.*x)).^(-1); 

q = integral (fun,-1,1) 

The numerical result is 1.570796326794671. Finally, the absolute error can be found by  

| approximation value—exact value |  =2.253752739989068e-13. 

 

2. EXISTENCE, UNIQUENESS AND THEOREM OF SYSTEM OF VOLTERRA 

 

Theorem 1.Let T be a given positive number and  𝑓𝑚 𝑡 and 𝐾𝑚𝑗 (𝑡, 𝜏),  𝑚 = 1, 2, … , 𝑛 ;    𝑗 = 1, 2, … , 𝑛;  satisfy above 

mentioned conditions. Then there exists a unique solution 𝑣  𝑡 ∈ 𝐶 0, 𝑇 ,of the integral system (1) and this solution may 

be constructed by the successive approximation method.The proof of the existence theorem is based on the following 

cases [11], [12]. 

Proof.  Here we will give five cases in the following: 

Case 1. Let conditions of the Theorem 1 take the place and 

𝐾0 = 𝑚𝑎𝑥
                 1≤𝑖≤𝑛

𝑚𝑎𝑥
1≤𝑗≤𝑛

𝑚𝑎𝑥
0≤𝜏≤𝑡≤𝑇

 𝐾𝑖𝑗  𝑡, 𝜏   , 

𝐹0 = 𝑚𝑎𝑥
𝑡∈[0,𝑇]

  𝑓𝑗 (𝑡)  ,

𝑛

𝑗=1

 

𝑀1 = 𝑇 𝑛𝐹0𝐾0 
2
𝜋

2
  ,      

𝐹1 = 𝑚𝑎𝑥 𝐹0, 𝐾0𝐹0𝑇𝜋 , 

 Letting   𝑙 = 0in (3) we find  
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 𝑣𝑚
 0 (𝑡) =  𝑓𝑚(𝑡) ≤ 𝑚𝑎𝑥

𝑡∈[0,𝑇]
  𝑓𝑚(𝑡) = 𝐹0 ≤ 𝐹1 ,     𝑚 = 1, 2, … , 𝑛.

𝑛

𝑚=1

 

Using (3) for 𝑙 = 1 we find  

𝑣𝑚
 1  𝑡 =  

𝑡

 𝑡2 − 𝜏2
 𝐾𝑚𝑗  𝑡, 𝜏 𝑓𝑗  𝜏 𝑑𝜏,        𝑡 ∈  0, 𝑇 .

𝑛

𝑗=1

𝑡

0

 

We find from the last relation 

 𝑣𝑚
 1  𝑡  = 𝐾0  

𝑡

 𝑡2 − 𝜏2
  𝑓𝑗  𝜏  

𝑛

𝑗=1

𝑡

0

𝑑𝜏 = 𝐾0𝐹0𝑇
𝜋

2
, 𝑚 = 1, 2, … , 𝑛;     𝑡 ∈  0, 𝑇 . 

The relations (3) can be written in the form 

𝑣𝑚
 𝑘  𝑡 =  

𝑡

 𝑡2−𝜏2
 𝐾𝑚𝑗  𝑡, 𝜏 𝑣𝑗

 𝑘−1  𝜏 𝑑𝜏,𝑛
𝑗=1

𝑡

0
  𝑚 = 1, 2, … , 𝑛;  𝑡 ∈  0, 𝑇 .(7) 

Denoting𝑦 𝑘  𝑡 =   𝑣 𝑘 (𝑡) ,     𝑘 = 1, 2, … , 𝑛𝑛
𝑗=1 ,   we find from (7) the inequality 

 𝑣𝑚
 𝑘  𝑡  ≤ 𝐹0𝐾0  

𝑡

 𝑡2 − 𝜏2

𝑡

0

  𝑣𝑗
 𝑘−1  𝜏  

𝑛

𝑗=1

𝑑𝜏, 

= 𝐹0𝐾0  
𝑡

 𝑡2 − 𝜏2

𝑡

0

𝑦 𝑘−1  𝜏 𝑑𝜏,      𝑚 = 1, 2, … , 𝑛;   𝑡 ∈  0, 𝑇 . 

Summing the last relations we have 

𝑦 𝑘  𝑡 =   𝑣𝑚
 𝑘 (𝑡) 

𝑛

𝑚=1

 

≤ 𝑛𝐹0𝐾0  
𝑡

 𝑡2−𝜏2

𝑡

0
𝑦 𝑘−1  𝜏 𝑑𝜏,     𝑘 = 2, 3, … , 𝑛;       𝑡 ∈  0, 𝑇 .            (8) 

Multiplying equation (8) by   (𝑠2 − 𝑡2)−
1
2 and integrating from 0 to s using the similar reasoning which we did before, we 

find 

 
 𝑦 𝑘  𝑡  

 𝑠2 − 𝑡2
𝑑𝑡 ≤ 𝑛𝐹0𝐾0   

𝑡

 𝑠2 − 𝑡2

 𝑦 𝑘−1  𝜏  

 𝑡2 − 𝜏2

𝑡

0

𝑠

0

𝑠

0

𝑑𝜏𝑑𝑡, 

                                 = 𝑛𝐹0𝐾0

𝜋

2
  𝑦 𝑘−1  𝜏  𝑑𝜏

𝑠

0

,            𝑡 ∈  0, 𝑇 , 

or 
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 𝑦  𝑘  𝜏  

 𝑡2−𝜏2
𝑑𝜏 ≤

𝑡

0
𝑛𝐹0𝐾0

𝜋

2
  𝑦 𝑘−1  𝜏  𝑑𝜏
𝑡

0
, 𝑡 ∈  0, 𝑇 , 𝑘 = 1, 2, … , 𝑛.                                                                                (9) 

Using   (8) ve (9) , we find 

𝑦 𝑘  𝑡 ≤ 𝑛𝐹0𝐾0  
𝑡

 𝑡2 − 𝜏2

𝑡

0

𝑦 𝑘−1  𝜏 𝑑𝜏 

≤ 𝑇𝑛𝐹0𝐾0  𝑛𝐹0𝐾0
𝜋

2
  𝑦 𝑘−2  𝜏 𝑑𝜏

𝑡

0
,        𝑡 ∈  0, 𝑇 .    

As a result we have 

𝑦 𝑘  𝑡 ≤ 𝑀1  𝑦 𝑘−2  𝜏 𝑑𝜏
𝑡

0
,       𝑘 = 2, 3, 4, … , 𝑛;   𝑡 ∈  0, 𝑇 ,                               (10) 

where𝑀1 is defined in the Case 1. 

The relations (10) may be written as the following two relations 

 𝑣𝑚
 2𝑙 (𝑡) ≤ 𝑦 2𝑙  𝑡 ≤ 𝑀1  𝑦 2𝑙−2  𝜏 𝑑𝜏

𝑡

0

≤ 𝐹1

 𝑀1𝑡 
𝑙

𝑙!
 ,          𝑙 = 1, 2, 3, … , 𝑛, 

 𝑣𝑚
 2𝑙+1 (𝑡) ≤ 𝑦 2𝑙+1  𝑡 ≤ 𝑀1  𝑦 2𝑙−1  𝜏 𝑑𝜏

𝑡

0

≤ 𝐹1

 𝑀1𝑡 
𝑙

𝑙!
 ,         𝑙 = 1, 2, 3, … , 𝑛. 

Case 2.The summing of two series of  𝑣𝑚
 𝑘 (𝑡)∞

𝑘=0  

 𝑣𝑚
 𝑘 (𝑡)

∞

𝑘=0

=  (𝑣𝑚
 2𝑙 (𝑡)+𝑣𝑚

 2𝑙+1 (𝑡))

∞

𝑙=0

=  𝑣𝑚
 2𝑙 (𝑡)

∞

𝑙=0

+  𝑣𝑚
 2𝑙+1 (𝑡)

∞

𝑙=0

. 

From Case1, we find that series  𝑣𝑚
 𝑘 (𝑡)∞

𝑘=0  for 𝑡 ∈  0, 𝑇   is majorized by a convergent numerical series. According 

to the first Weierstrass Theorem  𝑣𝑚
 𝑘 (𝑡)∞

𝑘=0 is uniformly convergent on  0, 𝑇 . 

Case 3.Under conditions of the Theorem 1 the series 𝑣𝑚
 𝑘 (𝑡) is continuous function on [0, 𝑇]. 𝐾(𝑡, 𝑡𝑧)is a continuous 

with respect to  𝑡 and z for  𝑡 ∈ [0, 𝑇],  𝑧 ∈ [0,1]   and 

𝐾 𝑡, 𝑡𝑧 

 1 − 𝑧2
 , 

is integrable with respect to z over  (-1,1) for any  𝑡 ∈ [0, 𝑇] . Using the theorem (Lavrent’ev, 1997, sf. 99),  [4] and 

formula (3), (4),  each term of the series is continuous on [0, 𝑇]. 

Case 4. Using the Cases 2 and 3 and second Weierstrass Theorem, we can reach   𝑣  𝑘 (𝑡)∞
𝑘=0 is uniformly convergent to 

a continuous function𝑣 (𝑡), 𝑚 = 1, 2, . . , 𝑛 

Case 5. Under conditions of the Theorem 1  𝑣  𝑡 =  𝑣  𝑘  𝑡 ∞
𝑘=0  is a solution of the integral equation (1).Consider 

(3)and summing from 𝑘 = 1to 𝑛 = 𝑁, then 
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 𝑣  𝑘 (𝑡)

𝑁

𝑘=1

=  
𝑡

 𝑡2 − 𝜏2
𝐾(𝑡, 𝜏) 𝑣  𝑘−1  𝜏 𝑑𝜏,     𝑘 ≥ 1,   𝑡 ∈  0, 𝑇 .

𝑁

𝑘=1

𝑡

0

 

Adding the term 𝑣  0  𝑡 = 𝑓 (𝑡) for each side of the last equation 

𝑣  0  𝑡 +  𝑣  𝑘 (𝑡)

𝑁

𝑘=1

=  
𝑡

 𝑡2 − 𝜏2
𝐾 𝑡, 𝜏  𝑣  𝑘−1  𝜏 𝑑𝜏 + 𝑓  𝑡 ,

𝑁

𝑘=1

𝑡

0

 

or 

 𝑣  𝑘 (𝑡)

𝑁

𝑘=0

= 𝑓  𝑡 +  
𝑡

 𝑡2 − 𝜏2
𝐾 𝑡, 𝜏  𝑣  𝑘  𝜏 𝑑𝜏,   𝑘 ≥ 1

𝑁−1

𝑘=0

𝑡

0

. 

Turning 𝑁 → ∞   and using second Weierstrass Theorem 

𝑙𝑖𝑚
𝑁→∞

 𝑣  𝑘 (𝑡)

𝑁

𝑘=0

= 𝑓  𝑡 + 𝑙𝑖𝑚
𝑁→∞

 
𝑡

 𝑡2 − 𝜏2
𝐾 𝑡, 𝜏  𝑣  𝑘  𝜏 𝑑𝜏

𝑁−1

𝑘=0

𝑡

0

, 

𝑣  𝑡 = 𝑓 𝑡 +  
𝑡

 𝑡2 − 𝜏2
𝐾 𝑡, 𝜏  𝑙𝑖𝑚

𝑁→∞
 𝑣  𝑘  𝜏 

𝑁−1

𝑘=0

 𝑑𝜏,
𝑡

0

 

𝑣  𝑡 = 𝑓  𝑡 +  
𝑡

 𝑡2 − 𝜏2
𝐾 𝑡, 𝜏 𝑣  𝜏 𝑑𝜏.

𝑡

0

 

We find that  𝑣  𝑡 =  𝑣 𝑚
 𝑘  𝑡 ∞

𝑘=0  satisfies the equation (1). 

Theorem 2. Under conditions of the Theorem 1, the solution of (1) is a unique in the class 𝐶[0, 𝑇], [10]. 

Proof: Let𝑣 1 𝑡  and  𝑣 2 𝑡  are two solutions (1). Denote 𝑣 (𝑡) = 𝑣 1 𝑡 − 𝑣 2 𝑡 ,  then 

𝑣  𝑡 =  
𝑡

 𝑡2 − 𝜏2
𝐾 𝑡, 𝜏 𝑣  𝜏 𝑑𝜏,

𝑡

0

 

or 

𝑣 𝑚 𝑡 =  
𝑡

 𝑡2−𝜏2
 𝐾𝑚𝑗  𝑡, 𝜏 𝑣 𝑗  𝜏 𝑑𝜏,      𝑚 = 1, 2, … , 𝑛;   𝑡 ∈ [0, 𝑇]𝑛

𝑗=1
𝑡

0
. 

Last we have this inequality  

 𝑣 𝑚 𝑡  ≤  
𝑡

 𝑡2−𝜏2
  𝐾𝑚𝑗  𝑡, 𝜏   𝑣 𝑗  𝜏  

𝑛
𝑗=1

𝑡

0
𝑑𝜏, 𝑡 ∈  0, 𝑇 ,                       (11) 

               ≤ 𝐾0  
𝑡

 𝑡2 − 𝜏2
  𝑣 𝑗  𝜏  

𝑛

𝑗=1

𝑡

0

𝑑𝜏, 𝑚 = 1, 2, … , 𝑛;   𝑡 ∈  0, 𝑇 . 

Multiplying equation (11) by  (𝑠2 − 𝑡2)−
1

2  and integrating 0 to  𝑠 then we find 

 
 𝑣 𝑚(𝑡) 

 𝑠2 − 𝑡2
𝑑𝑡 ≤ 𝐾0  

𝑡

 𝑠2 − 𝑡2
 

1

 𝑡2 − 𝜏2
  𝑣 𝑗 (𝜏) 𝑑𝜏𝑑𝑡

𝑛

𝑗=1

𝑡

0

𝑠

0

𝑠

0

, 

                              = 𝐾0    𝑣 𝑗 (𝜏) 𝑑𝜏

𝑛

𝑗=1

𝑠

0

 
𝑡

  𝑠2 − 𝑡2 (𝑡2 − 𝜏2)
𝑑𝑡

𝑠

𝜏

, 
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                              = 𝐾0

𝜋

2
   𝑣 𝑗 (𝜏) 𝑑𝜏,     𝑚 = 1, 2, … , 𝑛;    𝑠 ∈  0, 𝑇 

𝑛

𝑗=1

.
𝑠

0

 

As we result of it, we have 

 
 𝑣 𝑚 (𝑡) 

 𝑠2−𝑡2
𝑑𝑡 ≤ 𝐾0

𝜋

2
   𝑣 𝑗 (𝜏) 𝑑𝜏,   𝑚 = 1, 2, … , 𝑛;    𝑠 ∈  0, 𝑇 𝑛

𝑗=1
𝑠

0
.      

𝑠

0
   (12) 

Using (11) and (12) then we find 

 𝑣 𝑚 𝑡  ≤ 𝐾0  
𝑡

 𝑡2 − 𝜏2
  𝑣 𝑗  𝜏  

𝑛

𝑗=1

𝑡

0

𝑑𝜏 ≤
𝑇𝐾0

2𝜋

2
   𝑣 𝑗 (𝜏) 𝑑𝜏,

𝑛

𝑗=1

𝑡

0

 

or 

 𝑣 𝑚 𝑡  ≤ 𝑇𝐾0
2 𝜋

2
   𝑣 𝑗 (𝜏) 𝑑𝜏,   𝑛

𝑗=1
𝑡

0
  𝑚 = 1, 2, … , 𝑛;    𝑠 ∈  0, 𝑇 .           (13) 

Summing the last relation we have 

𝑦  𝑡 ≤ 𝐾1  𝑦  𝜏 𝑑
𝑡

0
𝜏, 𝑡 ∈  0, 𝑇 .                                                                 (14) 

Using (13) and Gronwall’s inequality (Evans, 1998, pp. 625), [1]. We deduce 

𝑦  𝑡 ≡ 0,    𝑡 ∈  0, 𝑇 .                                       (15) 

This means that 

 𝑣 𝑚 𝑡  = 0,         𝑚 = 1, 2, 3, … , 𝑛;   𝑡 ∈  0, 𝑇 , 

or 

𝑣 1 𝑡 = 𝑣 2 𝑡 ;   𝑡 ∈  0, 𝑇 . 

This proves the Theorem 2. 

Example 2. Consider the integral  

𝐼 = −  
𝑢 − 𝑠

𝑠
 
𝛼 𝑑𝑠

 𝑢 − 𝑠 (𝑠 − 𝑡)

𝑢

0

,            0 < 𝛼 < 1,                                                                                                                  (16) 

and set 𝑢 − 𝑠 = 𝑣𝑠 in it. Then we have 

𝐼 =  
𝑣𝛼−1𝑑𝑣

𝑣𝑡 − (𝑢 − 𝑡)
.

∞

0

 

Next set 

𝜉 =  

𝑡𝑣

𝑢 − 𝑡
 ,      0 < 𝑡 < 𝑢

𝑡𝑣

𝑡 − 𝑢
,                 𝑢 < 𝑡

  .  

The result is 

−  
𝑢 − 𝑠

𝑠
 
𝛼 𝑑𝑠

 𝑢 − 𝑠 (𝑠 − 𝑡)

𝑢

0
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=

 
 
 

 
 

1

𝑡
 
𝑢−𝑡

𝑡
 
𝛼−1

 
𝜉𝛼−1𝑑𝜉

𝜉−1
= −

(𝑢−𝑡)𝛼−1

𝑡𝛼
𝜋 cot 𝛼𝜋 ,        0 < 𝑡 < 𝑢

∞

0

1

𝑡
 
𝑡−𝑢

𝑡
 
𝛼−1

 
𝜉𝛼−1𝑑𝜉

𝜉+1
= −

(𝑡−𝑢)𝛼−1

𝑡𝛼

𝜋

sin⁡(𝛼𝜋)
,        𝑢 < 𝑡

∞

0

  .             (17) 

For the special case𝑎 =
1

2
  ,  (17) reduces to 

− 
𝑑𝑠

 𝑠 𝑢−𝑠 (𝑠−𝑡)
=  

0,             0 < 𝑡 < 𝑢
𝜋

 𝑡((𝑡−𝑢)
,         𝑢 < 𝑡 . 

𝑢

0
  (18) 

Another interesting result that we need is 

 
𝑑𝑢

 (𝑢−𝑠) (𝑢−𝑡)
= 𝑙𝑛  

 1−𝑠+ 1+𝑡

 1−𝑠− 1+𝑡
 

1

max ⁡(𝑠,𝑡)
,     (19) 

which is proved as follows. 

For 𝑠 < 𝑡,   the left side of equation  (19) is 

 
𝑑𝑢

  𝑢−𝑠 (𝑢−𝑡)
=  

𝑑𝑢

 𝑢2− 𝑠+𝑡 𝑢+𝑠𝑡
 .

1

𝑡

1

𝑡
          (20) 

Using the formula 

 
𝑑𝑥

 𝑎𝑥2 + 𝑏𝑥 + 𝑐
=

1

 𝑎
𝑙𝑛   𝑎𝑥2 + 𝑏𝑥 + 𝑐 +  𝑎𝑥 +

𝑏

 𝑎
 . 

Equation (20) yields 

 
𝑑𝑢

  𝑢 − 𝑠 (𝑢 − 𝑡)
=  𝑙𝑛   𝑢2 −  𝑠 + 𝑡 + 𝑠𝑡 + 𝑢 −

𝑠 + 𝑡

2
  

𝑡

11

𝑡

 

= 𝑙𝑛    1 − 𝑠 (1 − 𝑡) + (1 − 𝑡) +  
𝑡 − 𝑠

2
  − 𝑙𝑛  

𝑡 − 𝑠

2
  

= 𝑙𝑛  
 1−𝑠+ 1+𝑡)

 1−𝑠− 1+𝑡
 ,   (21) 

Which proves (19) for 𝑠 < 𝑡. The same steps are needed for case 𝑠 > 𝑡. 

 

3. CONCLUSION 

 

The main result of this study is that linear system of the 3-D Volterra integral equations with a polar kernel were 

solved by the successive approximations, and existence and uniqueness theorems for the solution of an integral equation 

and a system of integral equations with polar kernel were proved. 

 

4. REFERENCES 

[1]. Evans, L. C.  Partial Differential Equations. Providence, RI: American Mathematical Society, 1998. 

[2]. Filiz, Ali. Numerical Solution Some Volterra Equations, ManchesterUniversity, PhD Thesis, Manchester, UK, 2000. 

[3]. Ikowa, M. Partial Differential Equations and Wave Phenomena. Providence, RI:American Mathematical Society, 

1997. 

[4]. Işık, Ali. Application of the Volterra Type Integral Equations for Problem of Applied Mathematics, 

DokuzEylulUniversity, Phd Thesis, Izmir, Turkey, 2004. 

[5] Isik, Ali and Filiz Ali, Solution of Integral Equations by Method of Successive Approximations, Penseejournal, 75,  

no: 9(1), (2013), pp.135-144. 



Asian Journal of Fuzzy and Applied Mathematics (ISSN: 2321 – 564X) 

Volume 03 – Issue 04, August 2015 
 

Asian Online Journals (www.ajouronline.com)  116 

 

[6]. Mizohata, S. The Theory of Partial Differential Equations. Cambridge University Press, 1973. 

[7]  Romanov, V. G., Integral Geometry and Inverse Problems for Hyperbolic Equations, Springer Verlag, 1974. 

[8]. Romanov, V. G. Inverse Problem of Mathematical Physics. VNU Science Press, The Netherlands, 1987. 

[9]. Smirnov, V. I. A Course of Higher Mathematics. Permagon Press, Vol: IV. 1963. 

[10]. Sobolev, S. L. A Generalization of Kirchoff’s Formula, Dokl. Akad. Nauk SSSR. Ser. 6. 1933. 

[11]. Yakhno, V. G. III-Posed and Inverse Problems, Multidmensional Inverse Problems for Hyperbolic Equations with 

point sources. VSP, The Netherlands, 443–468, 2002. 

[12]. Yakhno, V. G. and Işık, Ali. Volterra Integral Equation Method for Solving Some Hyperbolic Equation problems,  

Vol: 4, N. 2, Selcuk Journal of Appl. Math., pp. 103–112, 2003. 

[13] http ://www:math:ntnu:no/num/nnm/Program/Numlibc/gaussco.c 

 


