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_________________________________________________________________________________ 

ABSTRACT— The purpose of this study is to present the new modified Anderson-Darling goodness of fit test, and 

compare to the efficiency of three tests; Kolmogorov Smirnov test, Anderson-Darling test and Zhang (2002) test. A 

simulation study is used to estimate the critical values at a significance level of 0.05. The type I error rate and test 

power are calculated using Monte Carlo simulation with 10,000 replicates. The data are generated from the specified 

distribution; i.e., Lognormal and Gamma distributions with sample size of 10, 20, 30, 50, 100 and 200. The results 

demonstrate that every test has control over the type I error probability. The new test has the highest power for two 

alternative hypotheses; Loglogistic and Logistic distributions. Moreover, when the alternative distribution is Normal 

distribution and the sample size is small, the new test has the highest power. 
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1. INTRODUCTION 

In order to describe the characteristic of important data such as wind speed data, air pollution data, rainfall and 

so on, we must understand the probability distribution of these data. The first step is looking for the suitable distribution 

using histogram or density plot, and then determine whether these sample data come from an assumed distribution or not. 

This statistical procedure is called goodness of fit test. 

Let      1 2
, ,...,

n
X X X denote an ordered sample randomly chosen from the distribution function, ( )F x , with 

size n. The statistical hypotheses are as follow 

0 0: ( ) ( ),H F x F x   for all ( , )x     

1 0: ( ) ( ),H F x F x   for some ( , )x   ,    (1) 

where 0 ( )F x is the assumed distribution function. Zhang [1] noted that the hypotheses  
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with 0 0: ( ) ( )tH F t F t and 1 0: ( ) ( )tH F t F t . Testing 0H versus 1H  or 0tH versus 1tH are equivalent. Cressie 

and Read [2] presented the family of divergence statistic indexed by a real parameter   for testing the above hypotheses 
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Replacing 1   in equation 2, the statistic is called the  Pearson’s 
2
t  in (3),  
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If we replace 0   in equation 2, the statistic is called the log-likelihood ratio 
2

tG  in (4), 
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where 0 ( )F t  is the assumed distribution function and ( )nF t  is the empirical distribution function. However, there are 

some other special cases, such as the Freeman-Tukey statistic ( 1/ 2   ), the modified log-likelihood ratio statistic 

( 1   ) and the Neyman modified 
2 ( 2   ). 

For testing the hypotheses (1), the test statistic, Z , can be defined as follows; 

     ( ),tZ Z dw t





                                (5) 

            max
( , )

sup ( ) ,t
t

Z Z w t
  

     (6) 

where the tZ  can be replaced by divergence statistic with a specified   and the ( )w t  is weight function.  

However, two widely used goodness of fit tests; the Anderson-Darling test and the Kolmogorov-Smirnov test, are 

derived from (5) and (6) respectively. These tests are developed by  different   for tZ and weight function. Then, in 

order to acquire the new goodness of fit test, it is interesting to identify a new test statistic. 

 

2. MATERIALS AND METHODS 

In this work, we suggest a new goodness of fit test and assess its effectiveness against the three existing tests; 

Kolmogorov-Smirnov, Anderson-Darling and Zhang’s modified Anderson-Darling test 

 

2.1 Kolmogorov-Smirnov test (KS)  

  We start at equation (6) by replacing tZ with 
2

t  in equation (3), and  0 0

1
( ) ( ) 1 ( )w t F t F t

n
  . We have 
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.   

By using the Kolmogorov-Smirnov test [1],  

0
( , )

sup ( ) ( )S n
t

K F t F t
  

  .    (7) 

 

2.2 Anderson-Darling test (
2A ) 

  We start at equation (5) by replacing tZ  with 
2

t  in equation (3), and 
0( ) ( )dw t dF t . Then, we have 
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The Anderson-Darling test [3-4] is given by  
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2.3 Zhang Modified Anderson-Darling test ( AZ ) 

Zhang [1] modified the Anderson-Darling test by replacing tZ  of the equation (5) with 
2

tG  in equation (4), 

and 
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The Zhang Modified Anderson-Darling test [1] is presented below 
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2.4 The proposed test statistic 

 
  Yodsima, Pongsakchat, Phuenaree and Neamvonk [5] proposed the new goodness of fit test. From the equation 

2, we replace 1    (modified log likelihood ratio statistic). Then we have 
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   (10) 

In the next step, we modified the new test by replacing tZ  of the equation (5) with equation (10) and 

  11
0 0 0( ) ( ) 1 ( ) ( )dw t F t F t dF t

  . Finally we have the new test statistic AM  as follow 
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å   (11) 

  The previous work presented only the test statistic and to determine whether the test statistic's distribution has 

changed as a result of the distribution of the data. In this work we would like to study efficiency of the new test compared 

with other tests. As well as, the probability distribution used in this research are Lognormal and Gamma distribution 

since these distributions are the best suited for describing important data in many regions, such as wind speed [6], rainfall 

[7-8] and solar radiation data [9-10]. 

 

3. RESULTS AND DISCUSSION 

 

There are three parts discussing in this section; the critical values, the type I error rates and the test power.  

 

3.1 The critical values 
 

The Monte Carlo simulation with 100,000 replicates is used to estimate the critical values for the four test 

statistics. The Lognormal and Gamma distributed data are generated for sample size of 10, 20, 30, 50, 100 and 200, and 

calculate the SK , 
2A , AZ  and AM . The 95th quantile of sampling distributions for all test statistics is defined as the 

critical value at 0.05 significant level. This procedure is repeated with different sets of distribution parameter values and 

sample sizes. Then we average the critical values of different distribution parameter of the same distribution for each 

sample sizes and report in Table 1. 

The critical values for testing Lognormal and Gamma distribution at significance level of 0.05 are shown in 

Table 1. It can be clearly seen that as sample size increase, the critical values for SK  and AZ  test statistic decrease. But, 

as sample size increase, the critical values for 
2A  and AM  test statistics increase. The values for Lognormal Gamma 

distribution are quite closed for each test. This implies that the test statistic's sampling distribution is similar for these 

distributions. 
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Table 1 Critical values for testing Lognormal and Gamma distribution at significance level of 0.05.  

 

n 
Lognormal distribution Gamma distribution 

SK  2A  AZ  AM  SK  2A  AZ  AM  

10 0.2145 0.724 3.505 9.454 0.2166 0.730 3.504 9.265 

20 0.1672 0.736 3.451 15.574 0.1691 0.744 3.450 15.181 

30 0.1419 0.743 3.421 19.610 0.1436 0.749 3.419 19.245 

50 0.1141 0.745 3.386 24.749 0.1153 0.752 3.389 24.439 

100 0.0836 0.750 3.351 31.499 0.0845 0.756 3.350 31.195 

200 0.0605 0.751 3.327 37.524 0.0612 0.757 3.327 37.206 

 

3.2 Type I error rates 

 
In this part we consider the type I error rates by generating the Lognormal and Gamma distributions from 

10,000 replicates with four different sets of distribution parameter values. All tests are conducted using the critical values 

in Table 1. The rejection rate is counting number of rejecting 0H  and divided by number of replications, known as the 

type I error rate shown in Figure 1-2. It is notice that the 
2A , SK , AM  and AZ  for testing Lognormal and Gamma 

distribution remain within Bradley’s criteria of robustness; i.e., (0.025, 0.075) throughout all sample sizes.  

  

 

 
Figure 1: Type I error rates for testing Lognormal distribution 

 

3.3 Power of the test 
 

In this part, we test Lognormal or Gamma distributions as the null distribution in order to compute the test’s 

power against the alternative distributions that are Loglogistic, Logistic, Normal, Lognormal (for testing Gamma 

distribution) and Gamma (for testing Lognormal distribution) distributions. The data are generated via an alternative 

distribution with 10,000 iterations. The power of the test is calculated as the proportion of the rejected null hypothesis. 

These results vary with the sample size of 10, 20, 30, 50, 100 and 200.  

Figure 3 shows the power of the tests for testing Lognormal distribution. We note that the AM  test is the most 

effective test when the generated data are Loglogistic and Logistic distributions. Moreover, this test has higher power 
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than any other tests when the generated data are Normal distribution with the sample size of 10. But, the AZ test 

performs well for Gamma distribution and for Normal distribution with sample size greater than 10. 

For testing Gamma distribution in Figure 4, the AM  test performs better than AM , SK , 
2A  for Loglogistic 

and Logistic distributions. But the AZ  test performs well for Gamma distribution. Considering the Normal distribution as 

an alternative distribution, the AM  is the most effective test with sample size are 10 and 20, whereas the AZ  has the 

highest power when the sample size is over 20. 

 

 
Figure 2: Type I error rates for testing Gamma distribution 

 

4. CONCLUSIONS 

 
  In conclusion, we have suggested the new test statistics for goodness of fit test and compared to several tests. 

From the results, the new test AM  is the most effective test when the alternative distribution is Loglogistic and Logistic 

distribution for testing Lognormal and Gamma distributions, or sample size is small as 10. 
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 Figure 3: The power of the test for testing Lognormal distribution 
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Figure 4: The power of the tests for testing Gamma distribution 
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