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_________________________________________________________________________________ 

ABSTRACT— In this paper, two image compression systems are designed based on quadtree (QT). They can 

compress the colour images for the three components separately. The proposed systems divides colour images into 

their three components. Then, the first two components (R and G) are divided into blocks using QT method. While the 

division of the B component has the same blocks coordinates of the G component. The first system has three minimum 

values (MVs) and three difference values (DVs) for each block. In the second system for R component, one MV and 

one DV are identified for every block. While for the other two components, two MVs and one average difference (AD) 

are determined for any block. As a result, it is found that the division according to the G component is the best giving 

good compressed images with high compression ratios and visual quality. In addition to, the second system is the best 

one having the highest performance. This system has the highest accuracy rates in the compression ratios, peak-to-

peak signal to noise ratio (PSNR) values, number of blocks and low computational time comparing with the first 

system. 
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1. INTRODUCTION 

Growth of multimedia technology is continuously increased according to the increasing of the demand for image 

transmission and storage, therefore, efficient image compression is needed to reduce the big amount of required storage 

and the transmission time [1]. Digital image compression generally divides into two types: lossless and lossy depending 

on the redundancy type exploited [2-3]. It is employed in many topics such as astronomy [4], remote sensing [5-6], 

machine vision [7], and real-time system monitoring [8]. The JPEG image compression is widely used based on discrete 

cosine transform and employs wavelet transform to obtain better compact representations [9-10]. Moreover, many 

compression systems are designed to be applied on color images. These systems may contain mathematical algorithms or 

transformations for instance QT [11-12], wavelet [13-14], fractal [15-16] and neural networks [17-18]. 

QT image compression is an algorithm acting as visual representation for dividing an image into homogenous 

partitions. These are structured as blocks. Each block must be divided into four equal blocks. The division process ends 

when all blocks are split according to the division condition and there is no blocks to be split [19-21]. The main 

advantage of the QT compression technique is the simplicity for indexing and addressing. In addition to it is relatively 

processed quickly using low specifications of laptop or personal computer [22-23]. 

Distortion is usually measured by calculating the specified values of PSNR for color images. These values are 

determined by comparing the original image with the compressed.  There are no standard methods for specifying 

standard definitions of distortion and PSNR for RGB components. The easy method for doing that is applied by 

averaging the distortions of the three color components [24-25]. 

In this paper, new two improved compression systems are carried out on color images. The remainder of this paper is 

organized as follows: in Section 2, the proposed systems are illustrated. Then, section 3 shows experimental results, 

comparison and discussion. Conclusions are finally made in Section 4 

2. PROPOSED SYSTEMS 

Two comparison systems are designed according to QT. The systems are applied on the three components of the color 

image in separated way. In the two systems, the two components R and G are divided based on QT using specified 

threshold value. If the QT division is verified, the division is continued to specify all blocks. The minimum and 

maximum values are determined for all blocks. This condition is verified, if the difference value (DV) is greater than the 

specified threshold value. The DVs are calculated by subtracting the minimum value (MV) from the maximum for each 
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block as shown in Figure 1. When division process is completed, the top left coordinates (TLC), block sizes and MVs are 

stored for all blocks. In this case, each block has one MV and one DV. During the division process of the G component, 

the third component (B) is divided at the same time according to the same coordinates and block size of the second 

component regardless the QT division condition is verified or not. When division process is completed, two components 

G & B have the same division of all blocks.  

Then, the two systems have two MVs related to the G & B components for each block. Using the first system, the G 

& B components have two DVs and the other system has only one AD. The values of  TLC, block sizes, MVs, DVs and 

ADVs are stored for divided blocks as specified in Figures 1-2. These two systems are explained in more details in the 

next sub section. 

In order to evaluate the performance of the two proposed systems, the mean squared errors (MSE), the popular PSNR 

and the compression ratio (CR) are calculated using the same equations in [24]. 

2.1 Example 

This example is introduced to define the two proposed systems clearly. It is carried out on the three components of 

color image of size 8x8. The two components R and G are divided according to QT. The B component must be divided 

using the same division structure of G component, even if the division condition is not verified. In the two systems, the R 

component has one MV and one DV for each block. For instance, the block of coordinates (2, 2) has the MV (45) and the 

DV (5) as shown in Figures 1-2 and Table 1. In addition to, the two systems have two MVs related to the G & B 

components for all blocks. While for the first system, the G & B components have two DVs and the other system has 

only one AD. For instance, the coordinates (4, 2) of the block has the MVs (25, 11), the DVs (5, 1) and one ADV (3) as 

given in Figures 1-2 and Table 2. 

 

Figure 1: The first System Processing 
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Figure 2: The second System Processing 

Table 1: Two systems results of R Component 

T L C  Dim MV of R DV of R 

(0,0) 1 0 0 

(0,1) 1 10 0 

(1,0) 1 8 0 

(1,1) 1 15 0 

(0,2) 2 18 6 

(2,0) 2 30 7 

(2,2) 2 45 5 

(0,4) 4 95 7 

(4,0) 4 80 5 

(4,4) 4 70 5 

 

Table 2: Two systems results of G & B Components 

T L C  

D
im

 

MV  DV ADV 

G B SYS1G SYS1B 
SYS2G 

and 

SYS2B 

(0,0) 4 60 10 7 12 10 

(0,4) 2 72 16 2 1 2 

(0,6) 2 71 13 6 3 5 

(2,4) 2 73 14 1 3 2 

(2,6) 1 71 15 0 0 0 

(2,7) 1 77 15 0 0 0 

(3,6) 1 74 14 0 0 0 

(3,7) 1 55 10 0 0 0 

(4,0) 2 25 12 5 4 5 

(4,2) 2 25 11 5 1 3 

(6,0) 2 94 11 6 7 7 

(6,2) 2 98 11 4 1 3 

(4,4) 4 50 10 7 34 21 
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3. RESULTS, COMPARISON AND DISCUSSION 

The two systems are carried out on four famous color images (Splash, Lena, Sailboat, and Pepper); see Figure 3. In 

order to make a real comparison, the same settings are applied of the two system. The dimension of each image is chosen 

to be 512x512x3 pixels. Forty eight experiments are done with each system using specified threshold values (THV). 

These values are 0.1, 0.2, 0.3 and 0.5. The obtained results of the two systems are shown in Figures 4-7. Each figure 

contains four groups. Every one group is specified for one image and has six columns. The first three represents the 

results of the first system for the three image components. These columns are called SYS1R, SYS1G, and SYS1B. The 

other three columns represents the results of the second system for the three image components. They are called SYS2R, 

SYS2G, and SYS2B.  

The compression ratio is calculated, getting the size of the original image file divided by the size of the compressed 

result file. The compression ratios are shown in Table 3. In the first system, they are ranged between 1.1211 and 42.0777, 

while in the other system, they are ranged between 1.0411 and 40.8765. It is found that the second system has the highest 

compression ratio. While the obtained values of PSNR are given in the Table 4. In the first system, they are ranged 

between 44.5564 and 22.6549, while in the second system, the PSNR is between 39.7332 and 16.8528. Finally, the 

obtained number of blocks values are presented in the Table 5. In the first system, they are ranged between 53820 and 28, 

while in the second system, the PSNR is between 53820 and 57. The designed programs of the two systems are written 

using the Matlab software. 

In the two systems: it is noticed that the compression ratios decrease when the color images have many details as in 

the Sailboat image and vice versa; see Table 3 and Figure 8. It is found that the quality of the compressed images and 

PSNR values are inversely proportional to the compression ratio, as seen in the Figures 4-7. In addition to, the number of 

blocks decreases if the original image has low details as in the Splash image; see Table 5 and Figure 9. In this respect, the 

quality of the compressed color images are visually improved when they are divided according to the component G and 

the CR values are proportional to the THV. 

In order to demonstrate comparative results between the two proposed systems and other previous two systems [24]. 

So, the results of the four systems are compared with respect to the number of blocks at THV=0.5. Figure 10 contains 48 

columns, they are organized in 24 pairs. Each pair contains two columns, the first one is specified for the previous work 

and the next is related to the current work. Every six pairs are specified for one image. The images are Sailboat, Lena, 

Peppers and Splash respectively. The first three pairs represent the results of the first system in the previous work and 

current work in that order for the arranged components RGB. The second three pairs represent the results of the second 

system in the previous work and current work respectively for the arranged components RGB; as shown in the legend. 

This figure shows that the two proposed systems have lower number of blocks than the two related to previous work. 

Therefore, the performance of the two proposed system is better than the previous. This means that the design and 

optimization of the two proposed systems are much better than the other two [24]. 

Sailboat Image Lena Image Peppers Image Splash Image 

 

Figure 3: Applied Images 
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SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

 
 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

 
 

Figure 4: Compressed Images using THV=0.1 Figure 5: Compressed Images using THV=0.2 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

 
 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

 
 

Figure 6: Compressed Images using THV=0.3 Figure 7: Compressed Images using THV=0.5 
 

Table 3: The obtained compression ratios values 

Images 

Names 

THV (0.1) THV (0.2) 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

Sailboat 1.1211 1.1923 1.2916 1.2474 1.0698 1.0411 .281.2 .234.2 .22222 .24.22 821.22 821..1 

Lena 2.2161 2.3415 2.4960 2.4141 2.1068 2.0609 323224 324122 224.24 2282.4 323811 32.224 

Peppers 2.0872 2.1355 2.2518 2.2460 2.1172 2.0747 328.42 324442 321132 324143 328.28 422284 

Splash 4.6611 5.2159 6.0836 5.6734 4.2861 4.0942 1288.1 121231 223234 121..3 428822 222422 

Images 

Names 

THV (0.3) THV (0.5) 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

Sailboat 424328 424422 322228 223222 224.34 322... 2224.8 42.843 8.213.. 84224.1 8.244.4 8.28244 

Lena 223282 8.2.838 8.21484 8424834 8828822 8.28.18 .224122 .222428 3.2.444 3.21422 .422.11 .22..31 

Peppers 428344 4222.2 8.2.243 8.2421. 124822 422443 84242.. 82222.3 .3222.8 .322234 8228..4 8422244 

Splash 8.22142 8.21.22 832.21. 82244.8 8228.83 842448. 822.223 8222223 4.2848. 41223.3 48241.2 .22442. 
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Figure 8: The Obtained Compression Ratios Values 

Table 4: The obtained PSNR values 

Images 

Names 

THV (0.1) THV (0.2) 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

Sailboat 37.9080 39.8701 39.8290 33.0613 29.5761 30.4921 32.3360 34.1975 34.3186 30.0984 26.9287 27.8122 

Lena 41.7135 43.4086 41.5738 36.4321 26.8637 25.4659 38.2312 36.2503 36.1158 32.6960 24.7260 23.3839 

Peppers 40.4202 41.5742 39.3862 29.5019 24.6733 26.0916 34.7582 37.0066 34.5127 27.1942 22.7794 23.4725 

Splash 44.5564 42.0062 40.4955 39.7332 24.0579 22.5220 37.6665 36.3442 35.2249 35.2946 21.3511 20.0523 

Images 

Names 

THV (0.3) THV (0.5) 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

Sailboat 27.3193 28.9501 28.6541 26.3825 24.9360 25.2133 22.6549 24.0312 23.6926 22.1352 22.5435 22.2914 

Lena 31.9621 32.0483 30.3525 27.5573 22.5763 21.4120 26.6808 25.8129 25.1905 23.0978 20.4710 19.6196 

Peppers 30.0310 31.3521 29.4387 24.9573 21.5083 21.0628 25.4803 27.2285 24.7669 22.1887 19.8862 18.6204 

Splash 31.9337 30.3640 30.4221 29.1847 19.2357 18.6990 26.2865 25.9466 27.1998 27.2550 16.8528 17.5116 

 

Table 5: The obtained number of blocks values 

Images  

Names 

THV (0.1) THV (0.2) 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

Sailboat 53820 27475 27475 45716 45716 53820 24516 6793 6793 24674 24674 24516 

Lena 20631 12574 12574 17110 17110 20631 7531 3520 3520 5882 5882 7531 

Peppers 20408 14000 14000 15793 15793 20408 9403 5050 5050 6199 6199 9403 

Splash 8323 3661 3661 7574 7574 8323 5346 2332 2332 5148 5148 5346 

Images 

Names 

THV (0.3) THV (0.5) 

SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B SYS1R SYS1G SYS1B SYS2R SYS2G SYS2B 

Sailboat 8290 975 975 10036 10036 8290 1580 133 133 1605 1605 1580 

Lena 2091 558 558 1382 1382 2091 388 28 28 57 57 388 

Peppers 4467 1828 1828 2113 2113 4467 1994 658 658 529 529 1994 

Splash 3481 1126 1126 3146 3146 3481 1638 342 342 1022 1022 1638 
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Figure 9: The Obtained Number of Blocks Values 

 

Figure 10: Comparison of Number of Blocks among the two Proposed Systems and the Previous two [24] 

 

4. CONCLUSIONS 

This paper presents a new two improved compression systems for color images. They have the ability to separate the 

colour images components and compress them in systematic way. Where, the R and G components are divided based on 

QT, the other component is divided using the same division of the G component even if the condition of QT division is 

not verified. In all experiments, the two proposed systems are carried out on four famous images used in many 

compression works. After analyzing all the results obtained by calculating the compression ratios, PSNR and number of 

blocks. It is obvious that the compression ratios of color images are extremely increased by increasing the THVs while 

the visual and quality of the compressed color images may be affected. It is also found, the division of blocks according 

to the G component is the best one with good vision and quality of the compressed images having high compression 

ratios. In addition to, the performance of the second system is the best by reaching the highest accuracy rates in the 

compression ratios, PSNR values, number of blocks and least computational time comparing with the first proposed 

system; see the analyzed results in Figures 4-9 and Tables 3-5. It is found that the proposed two systems have high 

compression ratios, low number of blocks and low processing time comparing with the previous two systems [24].  
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