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ABSTRACT---- In this study we consider all-pairwise multiple comparison for several normal mean vectors. 

Specifically, intended to more powerful procedure compared to the single step procedure we apply Tukey-Welsch's 

step down procedure to our problem. We give some simulation results regarding critical values and power of the test 

intended to compare procedures.  

 

Keyword--- Asymptotic distribution, Power of the test, Stepwise procedure 

______________________________________________________________________________________________ 

 

 

1. INTRODUCTION 

There are independent p -dimensional normal random variable vectors 1X , 2X ,, 

KX . Assume ),(~ ΣμX kpk N   ( Kk ,,2,1  ). If we want to test whether Kμμμ  21  or not, we set 

up the null hypothesis and its alternative hypothesis as  

KH μμμ  210 :  vs. 
jiH μμ :1
 for some )(, jiji  . 

For a sample 
kknkk XXX ,,, 21   from ),( ΣμkpN  ( Kk ,,2,1  ), let  
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by the likelihood ratio test criteria we reject 0H  when  
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for a specified critical value c . We determine c  so that   )( cP  for a specified significance level   under 0H . 

Although it is difficult to determine the distribution of   under 0H , log2  is asymptotically distributed according 

to  
2 -distribution with )1(  Kpf  degrees of freedom. Because )()()log2( 12  NOcPcP f  

under 0H  (cf. [1]). Specifically, we obtain the asymptotic distribution 

2~log2 f .                        

(1) 

However, )()()log2( 22  NOcPcrP f  under 0H  gives the more precise asymptotic distribution 

2~log2 fr  .                        

(2) 

Here  
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We compare the approximations (1) and (2). Letting 2p  and 4K , 6f  and the upper 0.05-point of 
2

6  is 

592.12c . Table 1 gives the probabilities )log2( crP    and )log2( cP   .  

 
They are calculated by Monte Carlo simulation with 1,000,000 times of experiments.  

Table 1 shows that the approximations (1) and (2) are closer to 
2

f  as N  is larger and the approximation (2) is closer to 

2

f  compared to (1). 

If 0H  is rejected, we occasionally want to find the pair 
ji μμ ,  )( ji   satisfying 

ji μμ  . Then we use multiple 

comparison procedures. Intended to compare iμ  and 
jμ  we set up a null hypothesis and its alternative hypothesis as  

jiijH μμ :  vs. ji

A

ijH μμ :  

and consider the simultaneous test of all ijH s. Simple and basic procedure is the single step procedure (cf. [2]). Let  
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If cSij   for a specified critical value c , ijH  is rejected. Otherwise, it is retained. We determine c  so that  
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(3) 

for a specified significance level   when all ijH s are true. Since ijS s are not independent and it is difficult to 

determine the distribution of ij
ji

S


max , we can not obtain c  satisfying (3). Under ijH , each ijS  is distributed according 

to Hotelling's 
2T -distribution with ),( KNp   degrees of freedom denoted by 

2

, KNpT  . If we determine c  so that  
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we obtain  
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Although c  is determined easily by (4), it is conservative for the specified significance level   and the power of the test 

using it is lower compared to that using the exact critical value determined by (3). Less conservative critical values for 

the single step procedure were obtained by many researchers like [3] and [4]. However, their procedures are not 

remarkably more powerful. It is preferable to construct simple and more powerful procedures. It is known that the 

stepwize multiple comparison procedures are more powerful compared to the single step multiple comparison procedure. 

Although there exist various types of stepwize procedures, we focus on Tukey-Welsch's procedure (cf. [2], [5]). In this 
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study we construct the all-pairwise multiple comparison procedure based on Tukey-Welsch's procedure using the 

asymptotic distribution (2). We compare our procedure with the single step procedure in terms of simulation results 

regarding the power of the test.  In Section 1 we discuss the all-pairwise multiple comparison procedure based on Tukey-

Welsch's procedure using the asymptotic distribution (2). In Section 2 we give some simulation results regarding critical 

values for a specified significance level and power of the test intended to compare the single step procedure and Tukey-

Welsch's procedure. In Section 3 we give concluding remarks. 

 

2. TUKEY-WELSCH'S PROCEDURE 

Let },,,{ 21 ks sssI  be an arbitrary subset of },,2,1{ KI  . )(# sI  denotes the number of elements of sI . 

Defining the hypothesis 
sIH  as 

ks sssIH μμμ  
21

: , we obtain 
ji

jisji
s ss

ssIss
I HH ,

,, 
 . Occasionally, 

sIH  

is denoted by 
ksssH 21

. Let F  be the family consisting of all 
sIH s. We construct stepwise multiple comparison 

procedures for F  applying Tukey-Welsch's procedure. For testing each 
sIH  in F  we use the statistic 

sss III rS log2 . Here 
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We obtain the asymptotic distribution 
2~

sIs fIS   where )1)((#  sI Ipf
s

. Next, we discuss the determination of 

critical value 
)(# sIc  for testing 

sIH  using 
sIS . If 2)(#  KI s , we determine 

)(# sIc  so that     )(#

2

ssI If cP . 

If 2)(#  KI s , we determine 
)(# sIc  so that  
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We test the hypotheses in F  hierarchically as follows.  

Step 1. 

Case 1. If KI cS  , we retain all hypotheses in F  and stop the test.  

Case 2. If KI cS  , we reject IH  and go to the next step.  

Step 2. 

We test all 
sIH s in F  satisfying 1)(#  KI s . 

Case 1. If 1 KI cS
s

, we retain 
sIH  and all hypotheses induced by 

sIH .  

Case 2. If 1 KI cS
s

, we reject 
sIH .  

Step 3. 

If all hypotheses satisfying 2)(#  KI s  are retained at Step 2, we stop the test. Otherwise, we test all 
sIH s 

satisfying 2)(#  KI s  which are not retained at Step 2.  

Case 1. If 2 KI cS
s

, we retain 
sIH  and all hypotheses induced by 

sIH .  

Case 2. If 2 KI cS
s

, we reject 
sIH .  

 

We repeat similar judgments till up to Step 1K . It is known that the maximum type  I FWER (familywise error rate) 

of this procedure is not greater than  . 
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3. SIMULATION RESULTS 
We discussed the all-pairwise multiple comparison for several normal mean vectors based on Tukey-Welsch's procedure 

in section 1. In this section we give some simulation results regarding critical values for a specified significance level   

and power of the test intended to compare Tukey-Welsch's procedure and the single step procedure.  

Let 05.0  through this section. Letting 3,2p  and 5,4K , we set up the balanced sample size 20,10n  

for each population. Table 2 gives conservative critical values of the single step procedure determined by Bonferroni's 

inequality. Table 3 gives approximate critical values of the single step procedure determined by Monte Carlo simulation 

so that (3) may be satisfied. Table 4 gives Type I error obtained by using the critical value in Table 2. The results of 

Tables 3, 4 are obtained by Monte Carlo simulation with 1,000,000 times of experiments. Table 4 shows that the critical 

values for 5K  are more conservative compared to those for 4K . Tables 5,6 give critical values of Tukey-

Welsch's procedure for 5,4K , respectively.  

 
Next, we consider the power of the test. Specify 2p  and 4K . Since we calculate the power by Monte Carlo 

simulation, we should specify Σ  and 1μ , 2μ , 3μ , 4μ . Let  





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


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1

1




Σ  where 8.0,4.0,0,4.0,8.0  . 

We set up four types of 1μ , 2μ , 3μ , 4μ  as follows.  

Case 1. )'0,0(1 μ , )'0,0(2 μ , )'0,0(3 μ , )'1,0(4 μ  
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Case 2. )'0,0(1 μ , )'0,0(2 μ , )'1,0(3 μ , )'1,0(4 μ  

Case 3. )'0,0(1 μ , )'0,0(2 μ , )'0,1(3 μ , )'1,0(4 μ  

Case 4. )'0,0(1 μ , )'0,1(2 μ , )'1,0(3 μ , )'1,1(4 μ  

In Case 1 the power is the probability that 14H ,
24H , 34H  are rejected. In Case 2 the power is the probability that 13H

, 14H , 23H , 24H  are rejected. In Case 3 the power is the probability that 13H , 14H , 23H , 24H , 34H  are rejected. In 

Case 4 the power is the probability that 12H , 13H , 14H , 23H ,
24H , 34H  are rejected. We define abbreviated notations. 

SS-B denotes the single step procedure using the conservative critical value in Table 2. SS-A denotes the single step 

procedure using the critical value in Table 3. TW denotes Tukey-Welsch's procedure. Tables 7 to 10 give the power for 

each procedure in Cases 1 to 4, respectively. They are calculated by Monte Carlo simulation with 10,000 times of 

experiments. In each case the power decreases as   increases from 8.0  to 0 , then the power increases as   

increases from 0  to 8.0  for each procedure. TW are uniformly more powerful compared to SS-B and SS-A.  

 

 

 

 
 

4. CONCLUSIONS 
In this study we discussed Tukey-Welsch's procedure for all-pairwise multiple comparison for several normal mean 

vectors. We confirmed that Tukey-Welsch's procedure is uniformly more powerful compared to the single step procedure 

using the critical value which is close to the exact critical value for a specified significance level.  

There exist other types of stepwise multiple comparison procedures like Peritz's procedure (cf. [6]) and the closed 

testing procedure (cf. [7]). We should develop all-pairwise multiple comparison procedures for several normal mean 

vectors using these procedures intended to obtain more powerful procedures in the future.  
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