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Abstract

In this paper, we introduce and study a random fuzzy complementarity problem in Hilbert
spaces. We define an iterative algorithm for finding the approximate solutions of this class of
complementarity problem and establish the convergence of iterative sequences generated by
proposed algorithm. Our result can be viewed as generalization of many known corresponding
results. One example is constructed in support of our problem.
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1. Introduction

The uncertainty in human-centered and information society is a precise combination of
fuzziness and randomness. In 1979, Zadeh [1] indicated that it is important to understand
the structure of evidence and developed a conclusion reached on the basis of evidence
and reasoning. Information and uncertainty, these two elements taken together constitute
the ground of many problems today: complexity, to admit traditionally prevailing logic
as centering around the issue of complexity. Zadeh[1] provided us a useful theory of
fuzziness, vagueness and has a significant influence on the orientation of science and
engineering.

Complementarity theory was introduced by Lemke[2] and Cottle and Dantzig [3] in
early sixties. Further it has been observed that this theory has wide applications in
mechanics, physics, nonlinear programming, optimization and control, transportation
equilibrium, contact problems in elasticity, fluid flow in porous media and many other
branches in mathematical and engineering sciences, see for example [4–6]. In 1993, Chang
and Huang[7] introduced and studied a new class of complementarity problem for fuzzy
mappings in Rn, which generalized the work of Noor[8, 9].

The concept of random fuzzy mapping was first introduced by Huang[10] and this
notion is used for the study of many random variational inequality (inclusion) problems.
For more details, we refer to [6, 11–13] and references therein.

The aim of this paper is to introduce and study a random fuzzy complementarity
problem in Hilbert spaces. An iterative algorithm is defined to compute the approximate
solutions of random fuzzy complementarity problem. Most of the complementarity
problems are solved by using strongly monotonicity condition, but in this paper, we are
solving random fuzzy complementarity problem without using strongly monotonicity
condition.
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2. Preliminaries

Let H be a Hilbert space with norm ‖ · ‖ and inner product 〈·, ·〉, respectively. If K ⊂ H is
a closed convex cone, we denote by K∗, the polar cone of K, i.e.,

K∗ = {u ∈ H : 〈u, v〉 ≥ 0, ∀v ∈ K}.

Let F (H) be a collection of all fuzzy sets over H. A mapping F : H −→ F (H) is
called a fuzzy mapping on H. If F is a fuzzy mapping on H, then F(x) (denote it by Fx,
in the sequel) is a fuzzy set on H and Fx(y) is degree of membership or membership
function of y in Fx. Let N ∈ F (H), q ∈ [0, 1], then the set

(N)q = {x ∈ H : N(x) ≥ q}

is called a q-cut set of N.

Throughout this paper, we denote by (Ω, Σ) a measurable space, where Ω is a set
and Σ is a σ-algebra of subsets of Ω and by B(H), 2H , CB(H) and D(·, ·) the class of Borel
σ-fields in H, the family of nonempty subsets of H, the family of all nonempty closed
bounded subsets of H and the Hausdorff metric on CB(H), respectively.

Definition 2.1. A multivalued mapping T : Ω −→ 2H is said to be measurable, if for any
B ∈ B(H), T−1(B) = {t ∈ Ω : T(t) ∩ B 6= ∅} ∈ Σ.

Definition 2.2. A mapping u : Ω −→ H is called a measurable selection of a multivalued
measurable mapping T : Ω −→ 2H, if u is measurable and for any t ∈ Ω, u(t) ∈ T(t).

Definition 2.3. A fuzzy mapping F : Ω −→ F (H) is called measurable, if for any α ∈
(0, 1], (F(·))α : Ω −→ 2H is a measurable multivalued mapping.

Definition 2.4. A fuzzy mapping F : Ω× H −→ F (H) is called a random fuzzy mapping, if
for any x ∈ H, F(·, x) : Ω −→ F (H) is a measurable fuzzy mapping.

Clearly, the random fuzzy mappings include multivalued mappings, random multi-
valued mappings and fuzzy mappings as special cases.

Let F, G : Ω× H −→ F (H) be the random fuzzy mappings satisfying the following
condition (C):

(C) : There exists two mappings a, b : H −→ [0, 1] such that

(Ft,x)a(x) ∈ CB(H), (Gt,x)b(x) ∈ CB(H).

By using the random fuzzy mappings F and G, we can define two random multival-
ued mappings F̃ and G̃ as:

F̃ : Ω× H −→ CB(H), x 7→ (Ft,x)a(x), ∀(t, x) ∈ Ω× H,

G̃ : Ω× H −→ CB(H), x 7→ (Gt,x)b(x), ∀(t, x) ∈ Ω× H,

where Ft,x = F(t, x(t)).
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In the sequel, F̃ and G̃ are called random multivalued mappings induced by the
random fuzzy mappings F and G, respectively.

Given mappings a, b : H −→ [0, 1], random fuzzy mappings F, G : Ω× H −→ F (H),
random mappings g, S, T : Ω× H −→ H. We consider the following problem:

Find measurable mappings x, u, v : Ω −→ H such that for all t ∈ Ω, x(t) ∈
H, Ft,x(t)(u(t)) ≥ a(x(t)), Gt,x(t)(v(t)) ≥ b(x(t)), g(t, x(t)) ∈ K, S(t, u(t)) + T(t, v(t)) ∈
K∗ such that

〈g(t, x(t)), S(t, u(t)) + T(t, v(t))〉 = 0. (2.1)

Problem (2.1) is called random fuzzy complementarity problem.

If F, G : H −→ CB(H) are multivalued mappings and g, S, T : H −→ H are single-
valued mappings, then the problem (2.1) is equivalent to find x ∈ H, u ∈ F(x), v ∈ G(x)
such that

g(x) ∈ K, S(u) + T(v) ∈ K∗ and 〈g(x), S(u) + T(v)〉 = 0. (2.2)

Problem (2.2) is called generalized complementarity problem, see e.g. [14, 15].

Further we remark that for appropriate and suitable choice of operators involved
in the formulation of problems (2.1) and (2.2), many complementarity problems can be
obtained as special cases of problems (2.1) and (2.2) previously studied, see e.g. [3, 16–20].

Example 2.1. Let us consider a “continuum of players" recognized with an interval Ω
of the straight line. The fuzzy alliances of players are identified with the measurable
functions from Ω to [0, 1].

Each player can be related with its action g(t, ·) where g : Ω × L −→ Rn, L is
a nonempty subset of Rn, and each fuzzy alliance c(t) with its action

∫
Ω

g(t, x)c(t)dt.

Assume that

(i) ∀x ∈ L, t 7→ g(t, x) ∈ L1;

(ii) x 7→ g(t, x) is continuous for almost all t;

(iii) sup
x∈L

sup
i=1,··· ,n

|gi(t, x)| ≤ g0(t), where g0 ∈ L1.

Then the problem of fuzzy game is to find x ∈ L and c ∈ L∞(Ω, [0, 1]) such that∫
Ω

g(t, x)c(t)dt = 0.

The above problem can be derive from problem (2.1). For this, we can take H = Rn,
the set Ω as above and Σ is σ-algebra generated by open subsets of real numbers and
c(t) = (S + T)(t, u). Define g, S, T : Ω× H −→ H by

〈g(t, x), (S + T)(t, u)〉 =
∫
Ω

g(t, x)(S + T)(t, u)dt

with the condition u = v : Ω −→ Rn.
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3. Random Iterative Algorithm

The following results are needed to prove the main result.

Lemma 3.1. [21] Let T : Ω −→ CB(H) be a D-continuous random multivalued mapping. Then
for any measurable mapping w : Ω −→ H, the multivalued mapping T(·, w(·)) : Ω −→ CB(H)
is measurable.

Lemma 3.2. [21] Let S, T : Ω −→ CB(H) be two measurable multivalued mappings, ε > 0 be a
constant and v : Ω −→ H be a measurable selection of S. Then there exists a measurable selection
w : Ω −→ H of T such that for all t ∈ Ω,

‖v(t)− w(t)‖ ≤ (1 + ε) D(S(t), T(t)).

Lemma 3.3. [6, 22] If K ⊂ H is a closed convex set and z ∈ H is a given point, then u ∈ K
satisfying the inequality

〈u− z, v− u〉 ≥ 0, ∀v ∈ K,

if and only if u = PKz, where PK is the projection operator of H onto K.

Note that the projection operator PK is nonexpansive.

Lemma 3.4. The set of measurable mappings x, u, v : Ω −→ H is a random solution of ran-
dom fuzzy complementarity problem (2.1) if and only if for all t ∈ Ω, x(t) ∈ H, u(t) ∈
F̃(t, x(t)), v(t) ∈ G̃(t, x(t)) satisfying the following random fuzzy variational inequality prob-
lem:

〈g(t, y(t))− g(t, x(t)), S(t, u(t)) + T(t, v(t))〉 ≥ 0, (3.1)

for all y(t) ∈ H, g(t, y(t)) ∈ K.

Proof. Let x(t) ∈ H, u(t) ∈ F̃(t, x(t)), v(t) ∈ G̃(t, x(t)) be the solution of random fuzzy
complementarity problem (2.1). Then we have g(t, x(t)) ∈ K, S(t, u(t)) + T(t, v(t)) ∈ K∗
such that

〈g(t, x(t)), S(t, u(t)) + T(t, v(t))〉 = 0.

Then for any y(t) ∈ H, g(t, y(t)) ∈ K, we can write

〈g(t, y(t))− g(t, x(t)), S(t, u(t)) + T(t, v(t))〉
= 〈g(t, y(t)), S(t, u(t)) + T(t, v(t))〉
− 〈g(t, x(t)), S(t, u(t)) + T(t, v(t))〉

= 〈g(t, y(t)), S(t, u(t)) + T(t, v(t))〉
≥ 0.

This implies that x(t) ∈ H, u(t) ∈ F̃(t, x(t)), v(t) ∈ G̃(t, x(t)) are the solutions of the
random fuzzy variational inequality problem(3.1), for some y(t) ∈ H and g(t, y(t)) ∈ K.

Conversely, Suppose that x(t) ∈ H, u(t) ∈ F̃(t, x(t)), v(t) ∈ G̃(t, x(t)) satisfy random
fuzzy variational inequality problem(3.1), for some y(t) ∈ H and g(t, y(t)) ∈ K.

Since 0 ∈ K and 2g(t, x(t)) ∈ K, taking g(t, y(t)) = 0 and g(t, y(t)) = 2g(t, x(t)) in (3.1),
in turn, we obtain

〈g(t, x(t)), S(t, u(t)) + T(t, v(t))〉 ≤ 0, (3.2)
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〈g(t, x(t)), S(t, u(t)) + T(t, v(t))〉 ≥ 0. (3.3)

Combining (3.2) and (3.3), we have

〈g(t, x(t)), S(t, u(t)) + T(t, v(t))〉 = 0,

which is random fuzzy complementarity problem (2.1).

It remains to show that S(t, u(t)) + T(t, v(t)) ∈ K∗. Putting g(t, y(t)) = g(t, x(t)) +
w(t) in (3.1) for some w(t) ∈ K, we have

〈g(t, x(t)) + w(t)− g(t, x(t)), S(t, u(t)) + T(t, v(t))〉 ≥ 0,

thus, we have
〈w(t), S(t, u(t)) + T(t, v(t))〉 ≥ 0,

which implies that S(t, u(t)) + T(t, v(t)) ∈ K∗. This completes the proof.

Lemma 3.5. The set of measurable mappings x, u, v : Ω −→ H is a random solution of problem
(2.1) if and only if for all t ∈ Ω, x(t) ∈ H, u(t) ∈ F̃(t, x(t)), v(t) ∈ G̃(t, x(t)) and

g(t, x(t)) = PK[g(t, x(t))− ρ(t){S(t, u(t)) + T(t, v(t))}],

where ρ : Ω −→ (0, ∞) is a measurable function and PK is the projection of H on K.

Proof. Let for all t ∈ Ω, x(t) ∈ H, u(t) ∈ F̃(t, x(t)), v(t) ∈ G̃(t, x(t)) are the solutions of
problem (2.1). Then by Lemma 3.4, it is the solution of problem (3.1). Then we have,〈

g(t, x(t))− [g(t, x(t))− ρ(t){S(t, u(t)) + T(t, v(t))}], g(t, y(t))− g(t, x(t))
〉
≥ 0,

for some y(t) ∈ H and g(t, y(t)) ∈ K, which is equivalent to, using Lemma 3.3,

g(t, x(t)) = PK[g(t, x(t))− ρ(t){S(t, u(t)) + T(t, v(t))}],

which is required result. This completes the proof.

Based on Lemma 3.4, we propose the following random iterative algorithm to
compute the approximate solutions for problem (2.1).

Algorithm 3.1. Suppose that F, G : Ω× H −→ F (H) be the random fuzzy mappings
satisfying the condition (C). Let F̃, G̃ : Ω× H −→ CB(H) be D-Lipschitz continuous
random multivalued mappings induced by F and G, respectively and g, S, T : Ω× H −→
H be continuous random mappings. For any given measurable mapping x0 : Ω −→ H, the
multivalued mappings F̃(·, x0(·)), G̃(·, x0(·)) : Ω −→ CB(H) are measurable by Lemma
3.1. Hence there exist measurable selections u0 : Ω −→ H of F̃(·, x0(·)), v0 : Ω −→ H of
G̃(·, x0(·)) by Himmelberg [23]. Let

x1(t) = x0(t)− g(t, x0(t)) + PK[g(t, x0(t))− ρ(t){S(t, u0(t)) + T(t, v0(t))}],

where ρ(t) is same as in Lemma 3.5.
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It is easy to see that x1 : Ω −→ H is measurable. By Lemma 3.2, there exist measurable
selections u1 : Ω −→ H of F̃(·, x1(·)), v1 : Ω −→ H of G̃(·, x1(·)) such that for all t ∈ Ω

‖u0(t)− u1(t)‖ ≤ D
(

F̃(t, x0(t)), F̃(t, x1(t))
)
,

‖v0(t)− v1(t)‖ ≤ D
(
G̃(t, x0(t)), G̃(t, x1(t))

)
.

Let

x2(t) = x1(t)− g(t, x1(t)) + PK[g(t, x1(t))− ρ(t){S(t, u1(t)) + T(t, v1(t))}],

then x2 : Ω −→ H is measurable. Continuing the above process inductively, we can
obtain the following random iterative sequences {xn(t)}, {un(t)} and {vn(t)} for solving
problem (2.1) as follows:

xn+1 = xn(t)− g(t, xn(t)) + PK[g(t, xn(t))− ρ(t){S(t, un(t)) + T(t, vn(t))}], (3.4)

un(t) ∈ F̃(t, xn(t)), vn(t) ∈ G̃(t, xn(t)) and

‖un(t)− un+1(t)‖ ≤ D
(

F̃(t, xn(t)), F̃(t, xn+1(t))
)
,

‖vn(t)− vn+1(t)‖ ≤ D
(
G̃(t, xn(t)), G̃(t, xn+1(t))

)
,

for any t ∈ Ω and n = 0, 1, 2, · · · . �

If F, G : H −→ CB(H) are D-Lipschitz continuous multivalued mappings and
g, S, T : H −→ H are single-valued mappings, then from Algorithm (3.1), we can obtain
the following Algorithm.

Algorithm 3.2. For any given x0 ∈ H, u0 ∈ F(x0) and v0 ∈ G(x0), we can obtain the
following iterative sequences {xn}, {un} and {vn} for solving problem (2.2) as follows:

xn+1 = xn − g(xn) + PK[g(xn)− ρ{S(un) + T(vn)}],
un ∈ F(xn), ‖un − un+1‖ ≤ D

(
F(xn), F(xn+1)

)
and

vn ∈ G(xn), ‖vn − vn+1‖ ≤ D
(
G(xn), G(xn+1)

)
,

where ρ is a constant and n = 0, 1, 2, · · · . �

4. Convergence Result

Definition 4.1. A random mapping g : Ω× H −→ H is said to be Lipschitz continuous, if there
exists a measurable function λg : Ω −→ (0, ∞) such that

‖g(t, x1(t))− g(t, x2(t))‖ ≤ λg(t)‖x1(t)− x2(t)‖,

for all x1(t), x2(t) ∈ H and t ∈ Ω.

Definition 4.2. A random multivalued mapping T : Ω×H −→ CB(H) is said to be D-Lipschitz
continuous, if there exists some measurable function λT : Ω −→ (0, ∞) such that

D
(
T(t, x1(t)), T(t, x2(t))

)
≤ λT(t)‖x1(t)− x2(t)‖,

for all x1(t), x2(t) ∈ H and t ∈ Ω.
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Definition 4.3. A random mapping g : Ω× H −→ H is said to be (α, ξ)-relaxed cocoercive, if
there exist measurable functions α, ξ : Ω −→ (0, ∞) such that

〈g(t, x1(t))− g(t, x2(t)), x1(t)− x2(t)〉 ≥ −α(t)‖g(t, x1(t))− g(t, x2(t))‖2

+ ξ(t)‖x1(t)− x2(t)‖2,

for all x1(t), x2(t) ∈ H and t ∈ Ω.

Theorem 4.1. Let H be a real Hilbert space and S, T : Ω× H −→ H be Lipschitz continuous
random mappings with constants λS(t) and λT(t), respectively. Let F, G : Ω× H −→ F (H) be
the random fuzzy mappings satisfying condition (C) and F̃, G̃ : Ω×H −→ CB(H) be the random
multivalued mappings induced by F and G, respectively. Suppose that F̃ and G̃ are D-Lipschitz
continuous mappings with constants λF̃(t) and λG̃(t), respectively, and g : Ω× H −→ H is
(α(t), ξ(t))-relaxed cocoercive and Lipschitz continuous random mapping with constant λg(t). If
the following condition holds:

∣∣∣∣ρ(t)− 1− λg(t)
λS(t)λF̃(t) + λT(t)λG̃(t)

∣∣∣∣ <
√(

1− λg(t)
)2 − 2

(
λg(t) + α(t)λ2

g(t)− ξ(t)
)

λS(t)λF̃(t) + λT(t)λG̃(t)
(4.1)

provided that
(
1− λg(t)

)
>

√
2
(

λg(t) + α(t)λ2
g(t)− ξ(t)

)
, then there exist measurable map-

pings x, u, v : Ω −→ H such that (2.1) holds. Moreover, xn(t) → x(t), un(t) → u(t) and
vn(t) → v(t), where {xn(t)}, {un(t)} and {vn(t)} are the random sequences obtained by
Algorithm (3.1).

Proof. From (3.4), for any t ∈ Ω and using the non-expansiveness of the projection
operator PK, we have∥∥xn+1(t)− xn(t)

∥∥ =
∥∥(xn(t)− g(t, xn(t)) + PK[g(t, xn(t))− ρ(t){S(t, un(t))

+T(t, vn(t))}]
)
−
(
xn−1(t)− g(t, xn−1(t)) + PK[g(t, xn−1(t))

−ρ(t){S(t, un−1(t)) + T(t, vn−1(t))}]
)∥∥

≤
∥∥xn(t)− xn−1(t)−

(
g(t, xn(t))− g(t, xn−1(t))

)∥∥
+
∥∥(g(t, xn(t))− ρ(t){S(t, un(t)) + T(t, vn(t))}

)
−
(

g(t, xn−1(t))− ρ(t){S(t, un−1(t)) + T(t, vn−1(t))}
)∥∥

≤
∥∥xn(t)− xn−1(t)−

(
g(t, xn(t))− g(t, xn−1(t))

)∥∥
+
∥∥g(t, xn(t))− g(t, xn−1(t))

∥∥+ ρ(t)
∥∥S(t, un(t))−

S(t, un−1(t))
∥∥+ ρ(t)

∥∥T(t, vn(t))− T(t, vn−1(t))
∥∥. (4.2)

Since F̃ and G̃ are D-Lipschitz continuous mappings, and S, T and g are Lipschitz
continuous mappings, we have

‖S(t, un(t))− S(t, un−1(t))‖ ≤ λS(t)‖un(t)− un−1(t)‖
≤ λS(t) D

(
F̃(xn(t)), F̃(xn−1(t))

)
≤ λS(t)λF̃(t)‖xn(t)− xn−1(t)‖, (4.3)
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‖T(t, vn(t))− T(t, vn−1(t))‖ ≤ λT(t)‖vn(t)− vn−1(t)‖
≤ λT(t) D

(
G̃(xn(t)), G̃(xn−1(t))

)
≤ λT(t)λG̃(t)‖xn(t)− xn−1(t)‖, (4.4)

‖g(t, xn(t))− g(t, xn−1(t))‖ ≤ λg(t)‖xn(t)− xn−1(t)‖. (4.5)

Using (α, ξ)-relaxed cocoercivity and Lipschitz continuity of g, we have∥∥(xn(t)− xn−1(t)
)
−
(

g(t, xn(t))− g(t, xn−1(t))
)∥∥2

≤ ‖xn(t)− xn−1(t)‖2 − 2
〈

xn(t)− xn−1(t), g(t, xn(t))− g(t, xn−1(t))
〉

+‖g(t, xn(t))− g(t, xn−1(t))‖2

≤ ‖xn(t)− xn−1(t)‖2 + 2α(t)‖g(t, xn(t))− g(t, xn−1(t))‖2

−2ξ(t)‖xn(t)− xn−1(t)‖2 + ‖g(t, xn(t))− g(t, xn−1(t))‖2

≤ ‖xn(t)− xn−1(t)‖2 + 2α(t)λ2
g(t)‖xn(t)− xn−1(t)‖2

−2ξ(t)‖xn(t)− xn−1(t)‖2 + λ2
g(t)‖xn(t)− xn−1(t)‖2

=
[
1− 2ξ(t) + (1 + 2α(t))λ2

g(t)
]
‖xn(t)− xn−1(t)‖2.

Thus, we have ∥∥(xn(t)− xn−1(t)
)
−
(

g(t, xn(t))− g(t, xn−1(t))
)∥∥

≤
(√

1− 2ξ(t) + (1 + 2α(t))λ2
g(t)

)
‖xn(t)− xn−1(t)‖. (4.6)

Using (4.3) to (4.6), (4.2) becomes

‖xn+1(t)− xn(t)‖ ≤
(√

1− 2ξ(t) + (1 + 2α(t))λ2
g(t)

)
‖xn(t)− xn−1(t)‖

+λg(t)‖xn(t)− xn−1(t)‖+ ρ(t)λS(t)λF̃(t)‖xn(t)− xn−1(t)‖
+ρ(t)λT(t)λG̃(t)‖xn(t)− xn−1(t)‖

≤ θ(t)‖xn(t)− xn−1(t)‖, (4.7)

where

θ(t) =
√

1− 2ξ(t) + (1 + 2α(t))λ2
g(t) + λg(t) + ρ(t)λS(t)λF̃(t) + ρ(t)λT(t)λG̃(t).

It follows from (4.1) that θ(t) < 1, for all t ∈ Ω. Therefore {xn(t)} is a cauchy sequence
in H. Since H is complete, there exists a measurable mapping x : Ω −→ H such that
xn(t) → x(t), for all t ∈ Ω. From Algorithm 3.1, it follows that {un(t)} and {vn(t)} are
also cauchy sequences and in view of completeness of H, un(t)→ u(t) and vn(t)→ v(t),
for all t ∈ Ω, where u, v : Ω −→ H are measurable mappings. It also follows that
u(t) ∈ F̃(t, x(t)) and v(t) ∈ G̃(t, x(t)), for all t ∈ Ω. This completes the proof.

From Theorem 4.1, we can obtain the following theorem.
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Theorem 4.2. Let H be a real Hilbert space and S, T : H −→ H be Lipschitz continuous
mappings with constants λS and λT, respectively. Let F, G : H −→ CB(H) be the D-Lipschitz
continuous multivalued mappings with constants λF and λG, respectively, and g : H −→ H is
(α, ξ)-relaxed cocoercive and Lipschitz continuous mapping with constant λg. If the following
condition holds:

∣∣∣∣ρ− 1− λg

λSλF + λTλG

∣∣∣∣ <
√(

1− λg
)2 − 2

(
λg + αλ2

g − ξ
)

λSλF + λTλG

provided that
(
1− λg

)
>

√
2
(

λg + αλ2
g − ξ

)
, then there exist x ∈ H, u ∈ F(x), v ∈ G(x)

which are the solutions of generalized complementarity problem (2.2). Moreover, xn → x, un → u
and vn → v, as n → ∞, where {xn}, {un} and {vn} are the sequences obtained by Algorithm
(3.2).

5. Conclusion

The aim of this work is to introduce and study a random fuzzy complementarity problem
in Hilbert spaces. We have initiated and generalized the concept of fuzzy complementarity
problem to random fuzzy complementarity problem. An iterative algorithm is suggested
to find out a random solution of problem (2.1). We do not use strong monotonicity
assumptions for the proof of our main result.
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